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Abstract
We consider the Gaussian Multiple Access Wire-Tap Chan@AC-WT). In this scenario,
multiple users communicate with an intended receiver inpresence of an intelligent and informed
wire-tapper who receives a degraded version of the signthleateceiver. We define a suitable security
measure for this multi-access environment. An outer bowrdtHe rate region such that secrecy to
some pre-determined degree can be maintained is derivédg @aussian codebooks, an achievable
such secrecy region is also identified. Gaussian codewoedsh@wn to achieve the sum capacity outer
bound, and the achievable region coincides with the outentddor Gaussian codewords, giving the
capacity region when inputs are constrained to be Gauskiamerical results showing the new rate
region are presented and compared with the capacity reditirecGaussian Multiple-Access Channel
(GMAC) with no secrecy constraints. It is shown that the iipldtaccess nature of the channel can be

utilized to reduce the rate lost due to the secrecy constfaireach user.
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. INTRODUCTION

Shannon, in [1], analyzed secrecy systems in communicadod he showed that to achieve
perfect secrecy of communications, we must have the camditiprobability of thecryptogram
given a messagmdependent of the actual transmitted message.

In [2], Wyner applied this concept to the discrete memowyldsannel, with a wire-tapper who
has access to a degraded version of the intended receiigmal.sHe measured the amount of
“secrecy” using the conditional entrop, the conditional entropy of the transmitted message
given the received signal at the wire-tapper. The regiorl@assible( R, A) pairs is determined,
and the existence of secrecy capacityC,, for communication below which it is possible to
transmit zero information to the wire-tapper is shown [2].

Carleial and Hellman, in [3], showed that it is possible todseeveral low-rate messages, each
completely protected from the wire-tapper individuallgdause the channel at close to capacity.
The drawback is, in this case, if any of the messages areleglv&athe wire-tapper, the others
might also be compromised. In [4], the authors extended Wgmesults to Gaussian channels
and also showed that Carleial and Hellman'’s results in [8p dleld for the Gaussian channel
[4]. Csiszar and Korner, in [5], showed that Wyner’s résglan be extended to weaker, so called
“less noisy” and “more capable” channels. Furthermorey tirealyzed the more general case of
sending common information to both the receiver and the-teipper, and private information
to the receiver only.

More recently, the closely related problem of common rantless and secret key generation
has gathered attention. Maurer, [6], and Bennett et. a),,H{@&ve focused on the process of
“distilling” a secret key between two parties in the present a wire-tapper. In this scenario,
the wire-tapper has partial information about a common eand/ariable shared by the two
parties, and the parties use their knowledge of the wirpegp limitations to slowly distill a
secret key. [7] breaks this down into three main steps: @aathge distillation: where the two

parties have zero wiretap capacity and need to find some waseafing an advantage over the
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wire-tapper, (ii) information reconciliation: where thecset key decided by one of the partners is
communicated to the other partner and the wire-tapper lIdefti with only partial information
about it, (iii) privacy amplification: where a new secret kisygenerated from the previous
one about which the wire-tapper has negligible information[6], it was shown that for the
case when the wire-tap channel capacity is zero between $exs uthe existence of a “public”
feedback channel that the wire-tapper can also observe eartheless enable the two parties
to be able to generate a secret key with perfect secrecy.di$isission was then furthered by
[8] and [9] where the secrecy key capacities aathmon randomnesapacities, the maximum
rates of common randomness that can be generated by twantdsmivere developed for several
models. It was also argued in [10], that the secrecy comstd@veloped by Wyner and later
utilized by Csiszar and Korner was “weak” since it only stbained the rate of information leaked
to the wire-tapper, rather than the total information. Itswagnown that Wyner’'s scenario could
be extended to “strong” secrecy with no loss in achievabiesravhere the secrecy constraint
is placed on the total information obtained by the wire-&p@s the information of interest
might be in the small amount leaked. This corresponds to mgatie leaked information go to
zero exponentially rather than just inversely with Maurer then examined the case of active
adversaries, where the wire-tapper has read/write acodle thannel in [11]- [13]. Venkatesan
and Anantharam examined the cases where the two terminaé&sajgg common randomness
were connected by different DMC’s in [14] and later geneedi this to a network of DMC's
connecting any finite number of terminals in [15]. Csiszad &larayan extended Ahslwede and
Csiszar’s previous work to multiple-terminals by lookiagwhat a helper terminal can contribute
in [16] and the case of multiple terminals where an arbitramynber of terminals are trying to
distill a secret key and a subset of these terminals can dutlpsr terminals to the rest in [17].
In this paper, we consider the Gaussian Multiple Access G#a(GMAC) and define two
separate secrecy constraints, which we call itlgividual and collective secrecy constraints.

These two different sets of security constraints are (i) ibemalized entropy of any set of



SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY 4

messages conditioned on the transmitted codewords of tiex asers and the received signal
at the wire-tapper, and (ii) the normalized entropy of any aemessages conditioned on
the wire-tapper’s received signal. The first set of constsais more conservative to ensure
secrecy of any subset of users even when the remaining usersompromised. The second
set of constraints ensures the collective secrecy of angfsesers, utilizing the secrecy of the
remaining users. In [18], we concerned ourselves mainiy whe perfect secrecy rate region
for both sets of constraints. In this paper, we consider #reerpl case where a pre-determined
level of secrecy is provided. Under these constraints, we dter bounds for the secure rate
region. Using random Gaussian codebooks, we find achiewsdiare rate regiongor each
constraint, where users can communicate with arbitramhals probability of error with the
intended receiver, while the wire-tapper is kept ignorara fpre-determined level. We show that
using the “collective secrecy constraints”, when we limitselves to using Gaussian codebooks,
these bounds coincide and give the capacity region for Gaus®debooks. Furthermore, it is
shown that Gaussian codebooks achieve sum capacity for M&GSNT using simultaneous
superposition coding, [19]. We also show that a simple TDMAesne using the results of [4]
for the single-user case also achieves sum capacity, butdaoa strictly smaller region than
shown in this paper. We also find an achievable region for #teot “individual constraints”
which is obtained as a union of this TDMA scheme with supdtmrsencoding. This region is
smaller than the outer bounds, but achieves sum capacitysatidse when the eavesdropper’s
channel is much noisier than the legitimate receiver’s.

The rest of the paper is organized as follows: In section B, present a summary of our
main results. Section IIl describes the system model andotbblem statement. Sections 1V
and V describe the outer bounds and the achievable ratgsctesly. Section VI gives our
numerical results followed by our conclusions and futuregkw@\ll necessary proofs are given

in the Appendices.
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II. MAIN RESULTS
In this paper, we
1) Define two sets of information theoretic secrecy measimea multiple-access channel:

« Individual: Secrecy must be maintained for any user eveheafremaining users are
compromised.

« Collective: Secrecy is achieved with the assumption thatisdrs are secure.

2) Find outer bounds for both sets of constraints and showtlleasum capacity bound is
the same for both sets of constraints.
3) Using Gaussian codebooks, find achievable regions fdr gets of constraints.

« For individual constraints, the achievable region is a stio$ the outer bounds, but
using TDMA it is possible to achieve the sum capacity.

« For collective constraints, if we are limited to Gaussiadedaooks, then the inner and
outer bounds coincide. In addition, it is shown that Gaussiadebooks achieve the
sum capacity. The achievable region found is a superseteoT BIMA region.

4) Show that the achievable region for the collective sgcinstraints is larger than the
capacity region for the individual constraints. Thus, ifdand that it is possible to use the
multi-access nature of the channel to our advantage andgenthe secrecy region than

is possible when we want to achieve secrecy for each useratelya

[1l. SYSTEM MODEL AND PROBLEM STATEMENT

We considerK users communicating with a receiver in the presence of atapper. Trans-
mitter j chooses a messad&; from a set of equally likely message¥;, = {1,...,M,}.
The messages are encoded usi®tf/,n) codes into{ X"(W,)}, whereR; = 1log, M;. The
encoded messagéX;} = {X’f} are then transmitted, and the intended receiver and the wire
tapper each get a copy = Y andZ = Z". The receiver decode¥ to get an estimate of

the transmitted messaged]. We would like to communicate with the receiver with arhiilsa
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low probability of error, while maintaining perfect secygthe exact definition of which will be
made precise shortly.

The signals at the intended receiver and the wiretapper igea gy

Y =38 \/AX, 4 N (1)

Z =38 /X, + NW 2)

whereN®™ N are the AWGN. Each component D™ ~ A (0, 03;) andN™ ~ N (0, 02,).

We also assume the following transmit power constraints:
ZX2§Pma:E7j:17"'7K (3)

Similar to the scaling transformation to put an interfeeemtannel in standard form, [20],

we can represent any GMAC-WT by an equivalent standard form:

Y = 3 Xy + N (4a)
Z =1 VhXp + N (4b)

where

M)~

« the original codeword$f(} are scaled to geX,, = \/7Xk

« The wiretapper’s new channel gains are givenhhy= hi::;% .

« The noises are normalized By™ = %NW) andNW = 0—13:VN<W>.

In this paper, we will be examining the special case of theestapper getting a degraded
version of the received signal. It can easily be shown that whre-tapper gets a degraded
version of the receiver’s signal if and only iff = ... = hy = h < 1. This is equivalent to the

wire-tapper’s received signal being a noisier version ef lggitimate receiver’s scaled received
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signal,

Z = VhY + NW™ (5)

where N™-" has each component N (0,1 — k). This model is illustrated in Figure 1. In
practical situations, we can think of this as the wire-tagpsing outside of a controlled indoor
environment, such as in [21] or just being able to wire-tap tceiver rather than receive the

signals itself.

A. The Secrecy Measures

We aim to provide each user with a pre-determined amount akesg LettingAs be our
secrecy constraint for any subsgtof users, we require thaks > ¢ for all setsS C I, with
d € [0, 1] as the required level of secreey= 1 corresponds tperfect secregywhere the wire-
tapper is not allowed to get any information; afid= 0 corresponds to no secrecy constraint.
To that end, we use an approach similar to [4], and define twafesecrecy constraints using
the normalized equivocations for sets of users. These are:

1) Individual Secrecy:Let us first define

AD & H(Wy|Xge, Z)
P

TR Vk=1,.. K (6)

where k¢ is the set of all users except us’erA,(f) denotes the normalized entropy of a user’s
message given the received signal at the wire-tapper as aselll other users’ transmitted
symbols. As our secrecy criterion, we require that each kserl, ..., K satisfyA,(f) > 0. This
constraint guarantees that information obtained at the-t@pper about the uséfs signal is
limited even if all other users are compromised. Let us defiieesecrecy measure for a subset
ofusersS C K ={1,...,K}, as

) o HWs|Xs:, Z)

AY
s H(Ws)

VSCK={l,... K} 7)

whereWgs = {W; }jecs.
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If the individual secrecy constraints for all users in the Sare satisfied, then the constraint

for setS is also satisfied. To see this, without loss of generalitySle- 1, ..., S whereS < K.
We can write
S .
H(Ws|Xse,Z) =Y HW;[W ™' X Z) (8)
j=1

Mm

> ) HW; WX, Z) (9)

<.
Il
—

Mm

H(W;|X e, Z) (10)

<.
Il
—

H(W;) (11)

v
M
o)

.
Il
—

I
>,

H(Ws) (12)

where (9) follows using conditioning, (10) is due to the féwt1V; is conditionally independent
of all W, given X;,Z. (11) comes from our assumption that for gl S, A" > 4. Thus,
for any set of users C £ = {1,..., K}, the individual secrecy constrain{gxy) > 0} for all
usersj in the subsetS also guarantees the joint perfect secrecy of theSsete., Ag” > 0.

2) Collective SecrecyClearly (7) is a conservative measure, following closebynrthe single-
user measure adopted in [4]. Let us now define a revised sepreasure to take into account
the multi-access nature of the channel.

2 H(Ws|Z)

@)
85T (W)

VS C K (13)

Using this constraint guarantees that each subset of ussrgaims a level of secrecy greater
thand. Since this must be true for all sets of users, collectivley system has at least the same
level of secrecy. However, if a group of users are somehowpcomised, the remaining users
may also be vulnerable. We require the secrecy constraibetsatisfied separately for each

S C K, since otherwise it is possible to havg;”’ > 5, but AL < § for someJ C S.
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B. Thed-secret rate region

Definition 1 (Achievable rates with §-secrecy). The rate K-tuple R = (Ry,..., Rx) is said

to be achievable withj-secrecyif for any givene > 0 there exists a code of sufficient length

such that
%1Og2MkZRk—e k=1,... K (14)
P < (15)
As>6 VSCK (16)

where userk chooses one ofl/, symbols to transmit according to the uniform distribution,

A e {AD A} and

! > Pr{W # W|W was sent. (17)

Pe = 9K a5
Hk—l M, K
- We X, W

is the average probability of error. We will call the set dfathievable rates with-secrecy, the

d-secret rate regionand denote it’s, whereC; € {c§f>,c§0>}.

C. Some Preliminary Definitions

Before we state our results, we define the following quatifor anyS C K.

Ps = Ekest Rs = Ekest

- hP,
Cc 2 C(Ps) C" & C (hPs) Cs"=C <W‘il)

whereC(£) £ Llog(1+¢) andS° = K\ S. The quantities withS = K will sometimes also be
used with the subscrigum
IV. OUTER BOUNDS ON THE)-SECRET RATE REGION

In this section, we present outer bounds on the sets of aaibiey-secret rates, denotet},

and explicitly state the outer bound on the achievable satmwith-secrecy. We also evaluate
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these bounds assuming we are limited to using Gaussian eokielfor calculation purposes,

Gs. We see that'” = G{, and show tha\”) achieves the maximum sum rate @f".

A. Individual Secrecy

Theorem 2. For the GMAC-WT, the secure rate-tupleR;, . .., Rx) such thatAg) >0, VS C

JC must satisfy

Rs(5) < min {c};”, %[cf;“ - cqu} VS C K (18)

The set of all such rate vectors will be deno@ﬂ.

Corollary 2.1. The sum capacity witli-secrecy satisfies

sum sum

sum? 5

cw — oM ]} (29)
Proof: See Appendix I-A. ]

B. Collective Secrecy

Our main result is presented in the following theorem:

Theorem 3. For the GMAC-WT, the secure rate-tuple?,, . .., Rx) such thatAs > §,VS C K

hs. Q%H(Xj)
Rg(é)gmin{Cng), 1[0;““-0( 2 e ) } (20)

must satisfy

J 2me (hPsc + 1)

The set of allR satisfying (20) is denotedéc).

Corollary 3.1. The sum capacity witli-secrecy satisfies

CL9) () < Caum(9) (21)

sum

whereC,,,,,(9) is as defined in Corollary 2.1.
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Corollary 3.2. The rate-tuples withy-secrecy using Gaussian codebooks must satisfy

Rs(8) < min {Cg““, %[Cf;“ ~ ] } vS C K (22)
The set of all suclR is denotedg_(gc).
Proof: See Appendix I-B. ]

Remark: SinceC{"" = C\", Corollary 3.2 indicates that Gaussian codebooks have dhee s

upper bound on sum capacity as given by Corollary 3.1. Thase the sum capacity bound

for individual secrecy constraints from Corollary 2.1, a8’ = A,

_ 1
. 1 (1 —h)Px
_mm{C(P;c),(sC( 1T hPe )} (24)
: o ol
e o= % (25)
1o ((1—h)Prc> if 5> C(%;Z}j}i’c)
0 1+hPxc ? - C(P)C)
( , C(hPy)
_ C(ch), if 0<1— C(P;f) (26)
—h) P : C(hP;
Lo (), it o =1 G

For perfect secrecyd (= 1), the second case is guaranteed and the sum rates limit becom

(1 —h)Pc
14 hPx

Com) = ( ) = 5108 (1o ) =€) = Ch) = i - €l (@)

2 1 _|_ hP]C sum sum

which is equal to the differences of the sum capacities ofléiggimate receiver’s and wire-

tapper’s sum capacities. This result is in direct agreemaiht [4].

V. ACHIEVABLE 0-SECRET RATE REGIONS

In this section, we find a set of achievable rates using Ganssidebooks, which we cdll.,

and show that Gaussian codebooks achieve the limit on surcitgpFor collective secrecy
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constraints, this region coincides with our previous uppeund evaluated using Gaussian
codebooks,g_gc), giving the full characterization of thé-secret rate region using Gaussian
codebooksgéc). For individual constraints, we find an achievable regiaat tb the convex hull

of the union of a region achieved similar to the collectivegtoaints and a region achieved using
TDMA. This resulting region is usually a strict subset of thater bounds, but does achieve

sum capacity.

A. Individual Secrecy

In [4], it has been shown that Gaussian codebooks can be osethintain secrecy for a
single user wire-tap channel. Using a similar approach, lvsthat an achievable region for

perfect secrecy using individual constraints is given by:

Theorem 4. The following region is achievable with perfect secrecy ttoe GMAC-WT using

Gaussian codebooks.

g\ = {R Rs < min {CfgW, 5 (qgw -3 C;.W)) } VS C /c} (28)
JES

Proof: See Appendix II-A. ]

In this case, the maximum sum rate achievable is given by
R{}),(8) = min {Céﬁim = [Céﬁin Z C“”] } (29)

Observe that there is a reduction@‘j’i1 " > ¢ in the sum rate due to secrecy constraints.
This scheme, using stochastic encoding and Gaussian cokkekarhieves a sum rate that is less
than the outer bound defined in (27). Also observe that thestnéssion of all the users with
their maximum power may not be optimal for this case. To ma@enthe sum rate, we pose the

following power allocation problem:

K
max RO ()2 RP)=CW =Y O s.t.P; < Paa (30)

sum
J=1
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since we know the first term in the minimum of (29) is maximizeith P, = Py 0. Yk € K
which is on the border of the constraint set above. Rétbe the power allocation maximizing

(30). Then, the maximum achievable sum rate is given simply b

RY (5) = min {C<M> 1fz(P*)} (31)

sum? 5
The solution to this problem is given by the theorem below:

Theorem 5. The sum capacity maximizing power allocation is such that:
« Optimum power allocation dictates that any given user tratsseither with all its power
or does not transmit, i.eR; =0 or P; = Pj 4, for j=1,... K.

« The optimum set of users who are transmitting with full pgwey should satisfy

oC 1
sum €T P, <P +--1 T
apj >0 \V/] € = Z kmar > 175 + n 3 VJ €
keT
ocC 1
apj <0 \V/] ¢ = 367. k,max — h
Proof: See Appendix IlI-A. ]

B. Collective Secrecy

Theorem 6. We can transmit withi-secrecy using Gaussian codebooks at rates satisfying (22)

The region containing alR satisfying these equations is denotgd

Corollary 6.1. We can transmit with perfect secrecdy= 1) using Gaussian codebooks at rates
satisfying
Rs < C§" - Cg” (32)
Proof: See Appendix II-B. ]

C. Time-Division
We can also use a TDMA scheme to get an achievable regione,Sincsuch a scheme,

only one user is transmitting at a given time, both sets oktramts collapse down to a set of
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single-user secrecy constraints, for which the resultewgaren in [4]:

Theorem 7. Consider this scheme: Let, € [0,1], k. = 1,..., K and Z,f:l ap = 1. Userk
only transmitsw,, of the time with powerP; .../ using the scheme described in [4]. Then,
the following set of rates is achievable:
. (077 (1 - h)Pk max Pk max
R: R, < —C | —— C ’ k=1,...,K; (33
U { k> 1IN { 5 (Oék n hP&max , O o 3 ) ) ( )

<=1
25:1 ap=1

We will call the set of allR satisfying the above(;gT).

(95

Proof: Follows directly from [4, Theorem 1] and by noting tk(ét(lj’“%;‘”) —-C <M> =

(1_h)P ,max
C <ak+hP:,rnaw> D
Note that with this scheme, the sum capacity is given by
- an . ((1=h)P P
(1) o) = 1 &k A T ) kymaz k,mazx 34
Csum( 7a) ;mln{ 5 C<ak+th,maz) 7O%C< o )} ( )

Theorem 8. The above described TDMA scheme achieves the upper limituom sapacity,
Clum(9) using the optimum time-sharing parameteys= %

Proof: See Appendix IlI-B. O
Since in this scheme only one user is transmitting at anyngiti@e, both individual and
collective constraints are satisfied. We will show that foflective secrecy constraints, this
region is a subset cIL(;C). For individual secrecy constraints, however, this reggoeometimes
a superset OQ((;I), and sometimes a subset @ic), but most of the time it helps enlarge this

region. We can then, using time-sharing arguments, find aashievable region for individual

constraints that is the convex-closure of the union of the tegions, i.e.,

Proposition 9. The following region is achievable for individual secreaynstraints:

G\" = convex closure of(Qf;I) U Q((;T)> (35)
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VI. NUMERICAL RESULTS

From (27), it can be seen that if the wire-tapper’s degradssins high (i.e.h — 0), then
Csum(1) — C(Px), we incur no loss in sum capacity and can still communicaté werfect
secrecy as the sum capacity is achievable for both sets stregmts. On the other hand, if the
wire-tapper’s degradedness is low (i.e..— 1), thenC,,,,(1) — 0 - it is no longer possible to

communicate with perfect secrecy.

Another point of note is that a€’,,,,(§) < 2—1510g <1fh’j;fc) and this term is an increasing
function of Py, as Pc — oo, Cyun(9) is upper bounded by—2—1510g h. We see that regardless
of how much power we have available, the sum capacity with @z®v0 level of secrecy is
limited by the channel's degradedness,and the level of secrecy requiredl, Also, the sum
capacity is inversely proportional to the level of secreegited,d, but inversely proportional to
the logarithm ofh, the degradedness of the channel. Since in the réndé log(z) goes to0
faster than—z~1!, an increase ik affects sum capacity more than a similar increasé. ifihis
can be seen by comparing Figures 13, 14 with Figures 17 and 18.

Figures 2—-10 show the shapes®@ffor § = 0.01,0.5,1 andh = 0.1,0.5,0.9 for two users.
Whené — 0, we are not concerned with secrecy, and the resulting regooresponds to the
standard GMAC region, [22], see Figures 2—4. The regiorvfer1 corresponds to thperfect
secrecyregion - transmitting at rates within this region, it is pb$s to send zero information
to the wire-tapper, see Figures 8-10. The intermediatemedgi = 0.5, can be thought of as
constraining at least half the transmitted informationécskcret. It can be seen that this enlarges
the region from the perfect secrecy case, see Figures 5is7/sktown that relaxing the secrecy
constraint may provide a larger region, the limit of whichtie GMAC region. Note that it
is possible to send at capacity of the GMAC and still provideoa-zero level of secrecy, the
minimum value of which depends on the level of degradednesélso shown in the figures
is the regions achievable by the TDMA scheme described inptiegious section. Although

TDMA achieves the sum capacity with optimum time-sharingapgeters, this region is in general
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contained withinGs. Depending om andé, the TDMA region is sometimes a superset@éf)
(Figures 2, 3, 5, 6, 8, 9), sometimes a subs@lé@f(Figures 4,7), and sometimes the two regions
can be used with time-sharing to enlarge the achievabl®emegith individual constraints, see
Figure 10. Close examination of Figures 12 and 18 shows tl&nwhe eavesdropper has a
much “worse” channel, i.e., low, and the secrecy constraiftis low, thean;I) gives a larger
region. However, as we increase the secrecy constraintten@dvesdropper has a less noisy
version of the intended receiver’s signal, the TDMA regi@tdames more dominant.

Another interesting note is that even when a user does na &aay information to send, it
can still generate and send random codewords to confusetlesaropper and help other users.
This can be seen in Figures 5, 6, 8-10 as the TDMA region doegmb at the “legs” ofGs

when s is not equal to the GMAC capacity region.

VIl. CONCLUSIONS ANDFUTURE WORK

In this paper, we show that the multiple-access nature oflla@nel can be utilized to improve
the secrecy of the system. Allowing confidence in the secoé@ll users, the secrecy rate of a
user is improved since the undecoded messages of any sedrefacds as additional noise at the
wire-tapper and precludes him from decoding the remaingigsusers. We should note that it
is possible to strengthen our definitions of secrecy as Mauoated out in [10] and arrive at
the same results. However, we feel that the measures we lefinedl (as being the normalized
equivocation) are conceptually easier to understand cesyeas we are also interested in how
we can increase the transmission rate by allowing a certawuat of information to “leak” to
the wire-tapper. An interesting question would be how tote@nwvhich information is leaked
to the wire-tapper, and which information is kept confidahntOur results so far are based on
the wire-tapper having access to a degraded version of teadad receiver’s signal. The case
where the eavesdropper’s received signal is not necesdadraded, where a user with a “better”
channel may help provide secrecy for a user with a “worse’hneawho could not otherwise

communicate secretly is of current interest.
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APPENDIX |

OUTER BOUNDS

We first adapt Lemma 10 in [4] to upper bound the differencesvéen the received signal

entropies at the receiver and wire-tapper:

Lemma 10 (Lemma 10 in [4]). Let ¢ = LH(Y) whereY,Z are as given in (4). Then,

n

H(Y)— H(Z) <né —no(&) = glog [%e (1—h+}2l272§)} (36)
Corollary 10.1.
n 1+ Psc
H(Y|Xs) — H(Z|Xs) < ) log (Thpsc) (37)

Proof: The proof is easily shown using the entropy power inequal2®]: Recall that

H(Z) = H(VRY + N¥-")_ Then, by the entropy power inequality
92H(Z) _ 92 H(VRY+NW=W) o 2[H(Y)+nlog Vh] + 92 H(NW-M) (38)
Now H(Y) = n{ and H(N™") = Zlog[2me(1 — h)]. Hence,
2:H(2) > p2% 4 97e(1 — h) (39)

which, after taking the log, gives

H(Z) > glog [h2% + 2me(1 — h)] (40)
= glog {271’6 (1 —h+ ZQTZS)} (41)

subtracting fromH (Y) = n{ completes the proof of the lemma.

To see the corollary, write

H(Y|Xs) < glog (2me(1 + Ps.)) (42)
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Let H(Y|Xs) = né. Then,& < 3log (2me(1 + Ps:)), and sincey(€) is a non-increasing function
of &, we getp(&) > ¢ (5 log (2me(1 + Ps:))). Since we assumgX;} to be independent, we can

use the lemma witly’ — Y |Xs andZ — Z|Xg,

H(Y|Xs) — H(Z|Xs) < glog (2me(1 + Psc)) — glog 2re (1 —h+h(1+ Ps.))]  (43)

n 1+ ch
< 5 log (m) (44)
= n[C(Pse) — C(hPs.)] (45)
e (46)
L]

A. Individual Constraints

The proof is a simple extension of the proof of Lemma 7 in [4].

H(Ws|Xs:,2,Y) < HWs[Xse, Y) (47)
< ne, (48)
where the last step follows from Fano's Inequality with = h(P,) + P,log ([T,cs M; — 1).

Using the definition oA, and ks = =Y es HW)) = - H(Ws) we write
nRsAY) = H(Ws|Xse, Z) (49)

From (48), we haveie,, — H(Ws|Xse,Z,Y) > 0. Thus,

nRsAY) < H(Ws|Xse,Z) + ne, — HWs|Xse,Z,Y) (50)
= ](Ws;Y|XSc,Z) + ney, (51)

S ](Xs; Y|X5c, Z) + ney, (52)



SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY 19

= H(Xs|Xse,Z) — H(Xs|Xse, Y, Z) + ne, (53)

= H(Xs|Xse,Z) — H(Xs|Xse,Y) + ne, (54)
Repeatedly usind{ (A, B) = H(A) + H(B|A), we can write

nRsAY) < [H(Xse, Z|Xs) — HXse, Y|Xs)] — [H(Xse, Z) — H(Xse,Y)] (55)

< [H(Z|Xk) — H(Y|Xk)] — [H(Xse,Z) — H(Xse, Y)] (56)
- glog (27e) — glog (2re) — [H(Xse, Z) — H(Xs:,Y)) (57)
— H(Y|Xs:) - H(Z[Xs.) (58)

Using Corollary 10.1, we arrive at
nRsAY) <nC® —nC (59)
Since we Wan'rAg) > 9, this gives us

Rs < £[C8 O3] (60)

B. Collective Constraints
We show that any achievable rate vectBr, needs to satisfy Theorem 3. The first term in
the minimum of (20) is due to the converse of the GMAC codingotiem. To see the second

constraint, we start with a few lemmas:

Lemma 11. Let X5 = {X }res WhereS C K. Then,
1
Rs < —5](X5;Y|Z) +v, VSCK (61)
n

wherer,, — 0 ase — 0.
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Proof: Let S C K and consider the two inequalities:

5 < AW _ H(Ws|Z) H(Ws|Z) 62
S T g (s ) (s 1819 2
H(Ws|Z,Y) < H(Ws|Y) < HWk|Y) <, (63)

where (63) follows using Fano’s Inequality witfy — 0 ase — 0 andn — oo. Using (62) and

(63), we can write

H(Ws|Z) +n, — H(Ws|Z,Y)

= 7 (Rs ~ 1819 o4
n (R — |19 (63)

with the last step usingVs — Xs — Y — Z. Rearranging and defining, £ 2 + [S]e

completes the proof. ]

Lemma 12. For the GMAC-WT,

(M) %Zjes 2%H(Xj)
. < M) Te
I(Xs;Y|Z) < nCg" —nC hPe 1 (66)
Corollary 12.1. For the GMAC-WT,
I(Xi; Y|Z) < n(Cap = Cin) (67)
Proof: Start by writing
[(Xs,Y|Z) = H(Xs|Z) — H(Xs|Y, Z) (68)
= H(Xs|Z) — H(Xs|Y) (69)
= [H(Xs) — H(Xs|Y)] - [H(Xs) — H(Xs|Z)] (70)
< [H(Xs[Xse) — H(Xs|Y, Xse)] = [H(Xs) — H(Xs|Z)] (71)

= 1(Xs; Y[Xse) — [(Xs; Z) (72)
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= H(Y[Xse) = H(Y|Xx) = [H(Z) — H(Z|Xs)] (73)
=YL HYIY' Xe) = XL HYAY'™ Xo) — [H(Z) — H(ZIXs)]  (74)
<Y H(YilXses) = 200 H(YilXki) — [H(Z) — H(Z|Xs)] (75)

n 1
i=12

=nC (Ps) — [H(Z) - H(Z|Xs)] (77)

< S, 3 low[2me (14 Py)] — S0, log (2re) — [H(Z) ~ H(ZXs)]  (76)

where (69) follows fromXs — Y — Z and (75) follows using the memoryless propertyMbf

For the term in brackets, start by using the entropy poweyuaéty:

Q%H(Z) > Q%H(Z\Xs) + EjeSQ%H(\/EXj) (78)
QR H(Z)~2H(ZIXs) > | 4 o= 2H(ZIXs) Z 92 [H(X;)+nlog V] (79)
jES
= 1 4 h2~ 2 H(ZIXs) Z 92 H(X;) (80)
jES
and
9RH(ZIXs) _ 92 Vit H(Zi| 27! Xs) (81)
< 97 X H(ZilXs ) (82)
< 2% 5 %log(27re(hP5c+1)) (83)
= 2me(hPse + 1) (84)

Using this in (80), and taking the log we get,

n 2L .ESQ%H(XJ)
H(Z) — H(Z|Xs) > =1 1 e 85
(2) <|s>_zog<+ s ) (@)

which, with (77) completes the proof. To see the corollary,

I(Xk:;Y|Z) = H(X|Z) — H(Xk|Y,Z) (86)
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= H(Xk|Z) — H(Xk|Y) (87)

= [H(Z|Xx) + H(Xx) — H(Z)] = [H(Y[Xx) + H(Xx) = H(Y)] (88)

= [H(Z|Xx) — H(Y|Xx)| = [H(Z) — H(Y)] (89)
Z (ZilXici) — H(YilXici)] — [H(Z) — H(Y)] (90)
[ log (27e) — —log (27?6)] ~[H(Z) — H(Y)] (91)
— H(Y) — H(Z) (92)

<cm —cm 93)

where (87) is due t&Xx — Y — Z and (90) to the memorylessness of the channels. (93)
follows from Corollary 10.1. O
This and Lemma 11, complete the proof of Theorem 3.
Corollary 3.1 follows from Corollary 12.1 and Lemma 11.

Corollary 3.2 follows simply with/ (X;) = 7 log 2meP;.

APPENDIX I

ACHIEVABLE RATES
A. Individual Constraints

Let R = (Ry,..., Rk) satisfy (28).
For each usek € K, consider the scheme:

1) Let M, = 2"(Fx=<) where0 < € < e. Let My, = M My Where My, = MI*, My, = M,
and1 > u; > ¢ will be chosen later. ThenR, = Ry, + Rio + ¢ whereR,, = %log M, and
Rio = %log Myo. We can choosé andn to ensure thaf\/,,, M, are integers.

2) Generate3 codebooksX,.,, X0 and X,,. X, consists ofM,, codewords, each component of
which is drawn~ N (0, A\ P, — €). CodebookX,, has M, codewords with each component

randomly drawn~ N (0, \yoP, — ¢) and X, has M,, codewords with each component
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randomly drawn~ N (0, Ay, P, — €) wheree is an arbitrarily small number to ensure that the
power constraints on the codewords are satisfied with highadility andA,s + Ago+ A = 1.
Define Ry, = 2 log My, and My, = M, Mj,.

3) Each messag¥/;, € {1,..., My} is mapped into a message vecMf, = (W, Wio) Where
Wis € {1,..., My} and Wy € {1,..., Myo}. SinceW,, is uniformly chosenV,,, Wy, are
also uniformly distributed.

4) To transmit messag®/, € {1,..., M}, userk finds the2 codewords corresponding to
components oW, and also uniformly chooses a codeword fr@np,. He then adds all these
codewords and transmits the resulting codewdig, so that we are actually transmitting one
of My, codewords. LetRy; = £ log My, + € = Rys + Ryo + Riw + €.

Specifically, the rates are chosen to satisfy C K:

YresRis = LpestnRi < C8" =Y G (94)
keS

R0 + Ry = (1 — ,uk)Rk + Ry, = C,(CW), Vk e S (95)

Zkestt - ZkeS[Rk + le] < CéM) (96)

Consider the subcodéX;,}~ ;. From this point of view, the coding scheme described is

equivalent to each usér e K selecting one of\/,, messages, and sending a uniformly chosen

codeword from among\/,,M;, codewords for each. LeA!” = % and write the
following:
H(Whs| Xpe, Z) = HWig, Xge, Z) — H(Xge, Z) (97)
- H(Wk57 Xk7 Xkcv Z) - H(Xk|Wk87 Xkcv Z) - H(Xkcv Z) (98)

= H(Z\Wis, X, Xppe) + H(Xpe, Xipe|Wies) + H(Wis)
— H (X[ Wi, Xpe, Z) — H(Xpe, Z) (99)

= H(Z| Xy, Xpe) + H(Xp, Xge|Wis) + H(Ws)
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— H(Xy|Wis, Xe, Z) — H(Z|Xpe) — H(Xpe)
(100)

= H(Z|Xp, Xpe) + H(Xpe

Wis) + H (Xp| Xe, Wis) + H(Wy)

— H(Xy|Whs, Xpe, Z) — H(Z|Xpe) — H(Xje)

(101)
= H(Wys) — I(Xy; ZXpe) + 1(Xp; Z|Wis, Xie) (102)
Using this in the definition ofA{”, we can write
AD =1 (X Z|Xk)};({/(</zl;7 Z|Wis, Xie) (103)
By the GMAC coding theorem, we havéX;; Z|X;.) < nC{". We can also write
(X3 Z|Wis, Xpe) = H(Xg|Wis, Xge) — H(Xg|Wis, Xie, Z) (104)
Our coding scheme implies that
H (X |[Whs, Xge) = H(Xp|Whs) = nC’,iW) (105)
Also,
H(Xp,|Wis, Xpe, Z) < 0, (106)

whered,, — 0 due to Fano’s Inequality. This stems from the fact that gilEn, the subcode
for userk is, with high probability, a “good” code for the wiretapp&ombining these in (103),
we can write

nC’,(CM) — nC,iW) + no,
H(Whs)

AP > 1 — (107)

no,
—1 - 1
R (108)
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—1—¢ (109)

wheree = % — 0 asn — oo.

E]

Then, we can write

H(Wks|Xkc, Z) (1 — E)H(Wks) . (1 — E)Rks > (1 — E)ﬂksz

R R A /i e
(110)
Since (110) holds for alk = 1, ..., K, from (12) we haveA) > 4, vS C K. 0l
B. Collective Constraints
Let R = (Ry,..., Rk) satisfy (22) and assume the coding scheme is the same asbddscr
in the individual constraints case.
We will choose the rates such that for &llC I,
> res s = D peste e < Cs"” - éé‘w) (111)
ScalReo + Ria] = Smal(1 = ) e + Riu] = CLi, (112)
Dreslle = Ppes[Bi + Rie] < C5" (113)

From (113) and the GMAC coding theorem, with high probapitie receiver can decode the
codewords with low probability of error. To shos > §, VS C K, we concern ourselves
only with MAC sub-code{X,.}X ,. From this point of view, the coding scheme described is

equivalent to each usére K selecting one of\/,, messages, and sending a uniformly chosen

)
codeword from among/,, My, codewords for each. L&VS = {Wj}res andAY = %
S
and defineXy, = >, X;. For K write
. H(WY|Z
o = BV Z) (114)
H(W')
HWY.Z)— H(Z
_H(Wy',Z) - H(Z) (115)

H(W)
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H(W' Xs,Z) — H(Xs|Wi', Z) — H(Z)

= 116
W) o
_HOWR) + HEWE . Xy) - H(Z) | HXW) ~ HXSWR.Z)
H(W) H(W)
I[(Xy;Z) — [(Xyg; Z|W
—1_ ( PP ) K( P3P | IC) (118)
n( X Brs)

where we useW ' — Xy — Z = H(Z|W}’,Xy) = H(Z|Xy) to get (118). We will consider

the two terms individually. First, we have the trivial boudde to channel capacity:

(X5 Z) < nCW (119)

sum

I[(Xs; ZIW) = HXg|W) — H(Xs|W, Z). Since uset sends one of\/;oM;, code-

words for each message,

H(Xs[W) = log (TTi=, Mo My (120)
=0, [(1— 1) Ry + Ry (121)

We can also write
H(Xs|W, 2) < nn, (122)

wheren/, — 0 asn — oo since, with high probability, the eavesdropper can decKgegiven

W& due to (112). Using (111), (112), (119), (121) and (122) ih8)1 we get

Co — S (1 = ) Ry + Ri] + 17,

AP > 1 — Zsum o o (123)
nl
=1l-cwm—cmw —1asy =0 (124)
Then,
H(W'|Z) = HW) (125)
HWQ|Z)+ HW|Z) > HWS) + HWZ) (126)

As conditioning reduces entropy, we hal¢W3'|Z) < H(WY’) andH (W§)

Z) < HWE).
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Then, from the above equation we conclude that we must FaW ') = H(W'|Z), VS C K.

This makesA§’ = 1 VS C K. The proof is completed by noting that

(9) () R
Ay > HWSNZ)  HWS)  Epestufle (127)
H(Ws) H(Ws) D kes B

We can think of{1¥,,} as the set of “protected” messages dfitl,,} as the set of “unpro-
tected” messages. Note that this is more of a conceptuaréifte, since the same argument can
be made about any such subset of the transmitted messagekelnwords, we can be assured
of the perfect secrecy of a subset of messages of Xi?e for each user, but not necessarily
which subset. The corollary was shown in the steps to get)(E2w also follows easily as (22)

simplifies toRs < C¢” — C§" if § = 1.

APPENDIX |11

SUM CAPACITY MAXIMIZATION
A. Individual Constraints

Proof: [Proof of Theorem 5] The optimization problem given in (3@ncbe written as:

max R(P
{F;} ( )
s. t 0 S R S B,mam
where
a1 X 5
R(P) £ log (1+25p) -3 Slog (1+hP) (128)

j=1

We can write the Lagrangian of the correspondmigimizationproblem as

K K K
1 1
L(P) =~ log (1 + zj;Pj) +> 5 log (1+hP;) - D 1P+ i (P = Piar) (129)
j=1 j=1 j=1
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If we take the derivative with respect 1g,, we get

oL ln2< 1 h

o= = — — =0 130

Also note the second derivatives:

0L In2 1
_ 2 Ik (131)
3
2 2
0°L  In2 1 h (132)

ap2 o 2 2

Assume, for somé, that0 < P} < P - Then, py, = pop = 0, and

8—&_0:»213_—— (133)

However, looking at the Jacobian in this case glgﬁ% > ( is constant for alk, [, andap2 =

for all k. Then, this point cannot be an optimum point as the Jacolsiareither positive nor
negative semi-definite. As a result, we see that the optimawep allocation will lie on the
boundaries, i.e.; will either be0 or P ., for any k € K.

To see the second part, assuthes the set of transmitting users, i.&.€ 7 = P, = P s

andk ¢ T = P, = 0. For allk € T, we then havwlk:0:>aR(P > 0, and for allk ¢ 7T,

aR(P

por =0 = < 0. Using this in (130) completes the proof. O

This, in general, does not lead to any closed form solutiblmsvever, the following special
cases are notable:

e If + =1 < Pige < Pomar < .. < Prk s, then only userk transmits.

o If Z]I-; Pj o < % — 1, then all users transmit with maximum power.

o f Plyge < Prjmas <o <3 = 1 < Pjjge < ... < Prjnaay then either

— a subset of users from the sft, ..., 7 — 1} will transmit with full power, or

— user K transmits with maximum power.



SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY 29

B. TDMA

Maximizing (34) over the time-sharing parametdrs, }, is a convex optimization problem

over ay. Taking the derivative of the Lagrangian with respectitoand equating it to zero gives

* Pk,max

O[k - —7
K
Zj:l Pj,mar

Using this in (34) completes the proof.

(134)
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Fig. 3. Regions forP, = 10, P, =5, § = 0.01 andh = 0.5
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Fig. 4. Regions forP, = 10, P, =5, § = 0.01 andh = 0.1
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Fig. 7. Regions forP, = 10, P, =5, = 0.5 andh = 0.1
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The two-user rate region as a functionjokith collective constraintsh = 0.2.

Fig. 12. The two-user rate region as a functionjokith individual constraintsh = 0.2.
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Fig. 13. The two-user rate region as a functionjofith collective constraintsh = 0.5.

Fig. 14. The two-user rate region as a functionjokith individual constraintsh = 0.5.
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