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I Introduction

The Wire-tap channel of type II, as introduced by Ozarow
and Wyner in [1], is a noiseless channel from which an
adversary can wiretap µ coded bits. The transmitter and
the receiver may not know when the channel is being
wiretapped by the adversary and, therefore, would like to
encode the information in such a way that the minimum
uncertainty of the information can be guaranteed when µ

bits are wiretapped from the channel.
Ozarow and Wyner showed the existence of linear

codes to be used in conjunction with the coset coding
method to achieve the optimal trade-off between the rate
of transmission, the equivocation (the minimum uncer-
tainty) and the number of bits being wiretapped.

We review the original system proposed in [1], and in-
vestigate how well it performs if the wiretapper is given
some of the uncoded bits as side information.

II Model Description

Let SK represent a K-bit data sequence to be protected
from a wiretapper by encoding it into an N -bit sequence
XN , where Sk are independent and identically distributed
binary random variables with uniform distribution. Let
ŜK be the output of the decoder whose input is XN .
Let Zµ be the wiretapped bits consisting of µ bits of
XN indexed by the set τ c where τ c ⊆ {1, 2, . . . , N} and
|τ c| = µ. Let Sa2

2
= SK

ρ be the side information consisting

a2 bits of SK indexed by the set ρ where ρ ⊆ {1, 2, . . . , K}
and |ρ| = a2. Let Sa1

1
= SK

ρc , where a1 = K − a2.
We are interested in the trade-offs between K, N, Pe

and ∆S1|S2,Z , where

Pe =
1

K

K
∑

k=1

Pr{Sk 6= Ŝk},

and
∆S1|S2,Z = min

τc:|τc|=µ

ρ:|ρ|=a2

H(Sa1

1
|Sa2

2
, Zµ).

We say that (R, R1, α, δ) is achievable if for all ε >

0, there exists an encoder/decoder pair with parameters
N ≥ N0, K ≥ (R − ε)N , a1 ≥ (R1 − ε)N , µ ≥ (α − ε)N ,
∆S1|S2,Z ≥ (δ − ε)a1, and Pe ≥ ε.

Coding Method

1. Given a message s
K and a parity-check matrix

AK×N , solve for the set of solutions {xN : Ax
T =

s
T }, and randomly select a vector from the set of

solutions to be transmitted as a code word.

2. To decode, solve the equation s
T = Ax

T for s
K ,

where x
N is the received vector.

III Main Results

Theorem 1 If the coset coding method is used with lin-

ear block codes, (R, R1, α, δ) is achievable if and only if

R ≥ 0, 0 ≤ R1 ≤ R, α ≤ 1 and

0 ≤ δ ≤







1, 0 ≤ α ≤ 1 − R,

1 − α − (R − R1), 1 − R ≤ α ≤ 1 − (R − R1),
0, 1 − (R − R1) ≤ α ≤ 1.

The theorem implies that there exists a linear code that
allows the information Sa1

1
to be fully protected if Sa2

2
and

µ bits of XN are given to the wiretapper, where µ ≤ N −
K. However, the equivocation of Sa1

1
decreases linearly

as a function of µ as µ increases. If µ is greater than
N − a2, the coding cannot guarantee the equivocation of
Sa1

1
anymore. Furthermore, if A is the generator matrix

of an MDS code, the upper bound on the equivocation can
be achieved. Nevertheless, using MDS generator matrix
is not necessary as we have found non-MDS generator
matrices that allows the equivocation to meet the upper
bound.
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